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To understand the signals that are observed under rapid-passage
conditions for samples with long electron spin relaxation times, the
E′ defect in irradiated vitreous SiO2 was studied. For these samples
at room temperature, T1 is 200 µs and T2 ranged from 35 to 200 µs,
depending on spin concentration. At X band with 100-kHz modu-
lation frequency and 1-G modulation amplitude there was minimal
lineshape difference between the low-power, in-phase spectra and
high-power spectra detected 90◦ out-of-phase with respect to the
magnetic field modulation. Signal enhancement, defined as the ra-
tio of the intensities of the out-of-phase to the in-phase signals when
B1 for both observation modes is adjusted to give maximum signal,
was 3.4 to 9.5 at room temperature. The origin of the out-of-phase
signal was modeled by numerical integration of the Bloch equations
including magnetic field modulation. The waveforms for the E′ sig-
nal, prior to phase sensitive detection, were simulated by summing
the contributions of many individual spin packets. Good agreement
was obtained between experimental and calculated waveforms. At
low B1 the experimental values of T1 and T2 were used in the sim-
ulations. However, at higher B1, T2 was adjusted to match the ex-
perimental signal intensity and increased with increasing B1. At
high B1, T2 = T1, consistent with Redfield’s and Hyde’s models. For
the spin concentrations examined, the out-of-phase signals at very
high power (B1 ∼ 0.33 G) displayed a linear relationship between
peak-to-peak signal amplitude and spin concentration. Under the
conditions used for spin quantitation the signal-to-noise for these
spectra was up to 5 times higher than for the in-phase signal, which
greatly facilitates quantitation for these types of samples. For sam-
ples in which T2 is dominated by electron spin–spin interaction,
lower spin concentration results in longer T2 and the enhancement
is increased. C© 2002 Elsevier Science (USA)
INTRODUCTION

Typically, continuous wave (CW) EPR spectra are obtained
under nonsaturating slow-passage conditions where (a) the satu-
ration factor, s, defined by Eq. [1] is close to 1 and (b) the rate of
change of the magnetic field due to sweep of the external mag-
netic field, B0, and to magnetic field modulation, Bm, is slow
1 To whom correspondence should be addressed at Department of Chemi-
stry and Biochemistry, University of Denver, Denver, CO 80208-2436. E-mail:
geaton@du.edu.
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relative to the relaxation rates of the spins studied:

s = 1

1 + γ 2 B2
1 T1T2

. [1]

B1 is the microwave magnetic field and γ is the gyromagnetic
ratio.

“Rapid passage” occurs when the rate of change of B0 or
Bm is greater than the electron spin relaxation rate. Portis was
the first to interpret EPR spectra in terms of the Bloch rapid-
passage model (1). Hyde (2) confirmed many of the predictions
made by Portis (1) for rapid-passage dispersion signals and their
dependence on modulation amplitude and microwave B1. Rapid-
passage effects underlie the saturation-transfer method of mea-
suring molecular motion that was developed by Hyde and Dalton
(3). Early discussions and background information on these ef-
fects are in Refs. (2, 4–6).

For many samples of interest relaxation rates are so long that
it is difficult to obtain unsaturated slow-passage spectra with ad-
equate signal-to-noise. At room temperature such cases include
defect centers in solids, and especially those in solids with few
nuclear spins, such as Si (7 ) and SiO2. Some of these samples
have important applications in radiation dosimetry, archeologi-
cal dating, and device technology that make quantitation of the
spins important. For most organic radicals, including nitroxyl
radicals, relaxation times at 77 K and below are so long that
extremely low microwave powers, modulation amplitudes, and
modulation frequencies must be used to record spectra that are
free of passage effects. Recent examples of the impact of pas-
sage effects are spectra of the tyrosyl radical in Photosystem II at
135 and 245 GHz (8, 9). At very low temperatures, T1 becomes
long enough that even for transition metal complexes it is not
possible to obtain unsaturated slow-passage CW EPR spectra
(10).

Several rapid-passage detection methods have been used to
improve signal-to-noise for samples with long relaxation times.
The following notation is used in describing these experiments.
Detection of the absorption or dispersion signal is selected by
setting the phase of the detected signal relative to the phase of
the source microwaves. “In-phase” vs “90◦-out-of-phase” (or
simply “out-of-phase”) refers to the phase of the signal relative
1090-7807/02 $35.00
C© 2002 Elsevier Science (USA)

All rights reserved.



G
42 HARBRID

to that of the magnetic field modulation. The component of the
signal that varies at the same frequency as the modulation is
termed the fundamental and the component that varies at twice
the modulation frequency is the 2nd harmonic. Under rapid pas-
sage conditions 2nd harmonic signals resemble absorption spec-
tra rather than the 2nd derivative of the absorption signal.

Out-of-phase detection of the fundamental has been used in
quartz dating to resolve an E′ signal from an overlapping signal
of a peroxy radical center that had different relaxation times (11).
Griscom and Cook used 2nd harmonic out-of-phase detection
at high microwave power to study the 29Si hyperfine lines for
the E′ signal in natural-abundance and 29Si-enriched SiO2 (12,
13). The 2nd harmonic detection 90◦ out-of-phase also has been
used to improve signal-to-noise in tooth dosimetry (14–16) at
low accumulated dose, and in one case, a fourfold improvement
in signal-to-noise was found at 77 K (14, 16). The 2nd harmonic
detection 90◦ out-of-phase was used by Clarkson and Leniart to
resolve proton hyperfine in the spectra of di-tert butyl nitroxide
(17 ). The proton hyperfine was observable because out-of-phase
detection is more sensitive than in-phase detection to the differ-
ent relaxation times of the nuclear spins in the sample. When
EPR lines with different relaxation times overlap, the lines are
brought into rapid-passage conditions at different microwave
powers, so this method provides a means of selectively observ-
ing different transitions (10). The 2nd harmonic in-phase spectra
have been used to study Fe(III) signals at low temperature (18,
19). These papers did not address the nature of the out-of-phase
signal. The possibility of spin quantitation under rapid passage
conditions also has not been addressed.

To better understand the out-of-phase rapid-passage signals
we have performed a series of experimental and computational
studies of the EPR spectra of the E′ defect signal in irradiated
SiO2. Amorphous silicon dioxide (SiO2) is of substantial interest
because of its fiber-optic and metal-oxide-semiconductor appli-
cations. These devices can be damaged by high-energy radiation
that causes defect formation in the SiO2. The dominant defect
that persists at room temperature is called the E′ center (20).
It is assigned as an oxygen vacancy site at which the unpaired
electron occupies a dangling sp3 hybrid orbital of a silicon that
is bonded to three oxygens. Several groups have characterized
E′ centers in amorphous and crystalline SiO2 (12, 13, 21–28).

For the E′ signal in irradiated amorphous SiO2 the longitudinal
relaxation time, T1, measured by various techniques, varies with
position in the spectrum and is approximately 200 µs at room
temperature (24, 26, 29). The transverse relaxation times, T2, for
the samples examined in the present study are between 35 and
200 µs. Even at the lowest power available on most commercial
EPR spectrometers (20 nW) an E′ signal with T1 = 200 µs and
T2 = 30 µs has a saturation factor, s = 0.73 (Eq. [1]), assuming
the resonator produces approximately 1 G/

√
W of incident mi-

crowave power (30–32). Because of these long relaxation times
the E′ center was selected for this study. The methods presented

in this paper are applicable to a wide range of spin systems with
long T1 and T2.
E ET AL.

Normally CW EPR spectra are obtained by phase-sensitive
detection at the frequency of the magnetic field modulation,
which selects the fundamental in-phase component of the spin
response. In this paper, the signal prior to phase-sensitive de-
tection was recorded and analyzed, which permits analysis of
all components whether in-phase or out-of-phase, at the funda-
mental and all harmonics. To understand the origin of the out-
of-phase signals, the time dependence of the responses from
individual spin packets with relaxation-determined widths was
calculated by numerical solution of the Bloch equations (4), in-
corporating magnetic field modulation. The contributions from
many spin packets were then summed to model experimental
waveforms prior to phase sensitive detection. The amplitude of
a component at a particular frequency in a magnitude Fourier
transform of a waveform corresponds to the signal that would be
observed by phase-sensitive detection at that frequency, when
the phase of the detector is set to match that of the signal.
Redfield (33), Hyde (34), and Feher (35) have pointed out that
when B1 is large, T2 approaches T1. Redfield therefore pro-
posed that when the Bloch equations are applied to cases with
high B1, T2 should be replaced by T1. The appropriate form
of the Bloch equations for intermediate values of B1 was not
discussed. To achieve a smooth variation of the solutions of
the Bloch equations between the low- and high-B1 regimes, we
treated T2 as an adjustable parameter that varied from the ex-
perimental value at low B1 up to T1 at high B1. The value of T2

was adjusted to match the dependence of EPR signal intensity
on B1.

EXPERIMENTAL

Samples of vitreous SiO2 samples (approximately 2-mm o.d.
by 10-mm-long cylinders) were irradiated at 24.4, 5.8, and
0.870 Mrad. The 24.4- and 5.8-Mrad samples were irradiated
with 60Co γ -rays. The low-dose sample was irradiated with
residual radiation from a nuclear reactor, with a dose that was
calibrated to be equivalent to a 60Co dose of 0.870 Mrad. Samples
were studied at X band on a Varian E-9 spectrometer equipped
with a TE102 resonator and a Wilmad quartz Dewar insert. For
this resonator the B1 at the sample, determined by measuring
the length of a 90◦ pulse at known incident power on a Bruker
E580 spectrometer, was 1.7 G/

√
W. This value compares well

with the literature (30–32) after accounting for the concentration
of the microwaves by the quartz Dewar insert, which increases
B1/

√
W. The samples were centered in the resonator, where the

magnitude of B1 varies by only a small amount over the dimen-
sions of the samples. For the three samples, the waveforms prior
to phase-sensitive detection were measured at the three mag-
netic field positions marked in Fig. 1. The EPR signal from the
bridge to the console was digitized. Normally, this signal goes to
the phase-sensitive detector in the console where the 100-kHz
component provides the EPR spectrum. The waveforms were

signal-averaged in a Lecroy 9410 digital oscilloscope. A refer-
ence signal proportional to the magnetic field modulation was
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FIG. 1. The X band CW spectra of the E′ signal in a SiO2 sample irradiated
at 0.87 Mrad. Spectra were obtained at room temperature with 1-G modulation
amplitude. Both modulation and phase-sensitive detection were at 100 kHz.
(A) Spectrum obtained with B1 = 0.14 G and detected 90◦ out-of-phase with
respect to the modulation. (B) Spectrum obtained at B1 = 0.0085 G and de-
tected in-phase with the modulation. The spectrometer gain setting for spectrum
(B) was 9.5 times that for spectrum (A). Waveforms prior to phase-sensitive
detection were measured at positions 1, 2, and 3 that are marked on spec-
trum (A).

obtained with a current sensor attached to the cable that carries
the modulation to the resonator.

Relaxation times were measured on a homebuilt spectrometer
that was described previously (36, 37 ). Data fitted well to a single
exponential. T1 was measured by inversion recovery (180–T –
90–τ–180–τ–echo pulse sequence) using a B1 that was suffi-

TABLE 1
Spin Concentrations and Room Temperature Relaxation

Times for E′ Signals

B1 (G) for
Radiation Local spin Bulk spin maximum

dose concentration concentration T1
c T2

d out-of-phase Signal
(Mrad) (spins/cm3)a (spins/cm3)b (µs) (µs) signal enhancemente

0.870 1.2 × 1016 1.6 × 1016 200 200 0.14 9.5
5.7 1.3 × 1017 1.4 × 1017 200 63 0.19 5.0

24.4 3.6 × 1017 2.8 × 1017 200 35 0.23 3.4

a Determined by instantaneous diffusion measurements.
b Determined by comparison of double integrals, after correction for satura-

tion, with integrals for a sample of TEMPONE.
c Determined by inversion recovery.
d Determined by CPMG.
e ◦
Ratio of the 90 out-of-phase and in-phase signals. For each measurement

mode, B1 was adjusted to give maximum signal amplitude.
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ciently large to ensure that the entire E′ spectrum was excited,
in order to eliminate spectral diffusion. T2 relaxation times were
measured by the Carr–Purcell–Meiboom–Gill (CPMG) pulse
sequence (38) and by electron spin-echo dephasing (29). In the
spin-echo measurements, the echo decay rate constant (1/Tm)
was measured as a function of pulse turning angle and extrapo-
lated to an infinitely small turning angle. The limiting value of
1/Tm was equated to 1/T2. For the 24.4- and 5.8-Mrad samples,
the two techniques gave T2 values that agreed within 5%. For
the 0.87-Mrad sample, the signal-to-noise for the small turning-
angle spin-echo experiments was poor and the resulting esti-
mates of T2 were deemed to not be as reliable as the CPMG
values.

Local spin concentrations were estimated from the slope of the
plot of 1/Tm versus turning angle (29). Bulk spin concentrations
were determined by comparison of double integrals of E′ spectra
obtained at the lowest power available on the E-9 (20 nW) with
double integrals of spectra for a known-concentration solution
of TEMPONE (4-oxo-2,2,6,6-tetramethyl-1-piperidinyloxy).
Since the relaxation times for the E′ centers in each of the
SiO2 sample were measured, the degree of saturation of the
signal could be calculated (Eq. [1]) and the integrals corrected
for saturation. The measurements indicated that the local spin
concentrations were approximately equal to the bulk spin
concentrations (Table 1).

CALCULATIONS

The Bloch equations, including magnetic field modulation,
are

dMu

dt
= −Mu

T2
− (�ω + 	m cos(ωmt))Mv

dMv

dt
= (�ω + 	m cos(ωmt))Mu − Mv

T2
− γ B1 Mz [2]

dMz

dt
= M0

T1
+ γ B1 Mv − Mz

T1
,

where γ , the electron magnetogyric ratio, =1.7608 × 107 rad
s−1 G−1, �ω is the offset of a spin packet from the center
of the modulation, in angular frequency; 	m is the amplitude
of the modulation field in angular units, =0.5γ Bm where Bm

is the peak-to-peak modulation amplitude in gauss; νm is the
modulation frequency in Hz; ωm is the angular modulation
frequency = 2πνm; M0 is the spin magnetization at the posi-
tion in the spectrum for a particular spin packet; and B1 is the
microwave magnetic field in gauss.

The time evolution of the magnetization for a spin packet
was evaluated using fourth-order Runge–Kutta numerical inte-
gration (39). Typically, the numerical integration was performed
at 1000 to 3000 points per modulation cycle. Calculations for
a single spin packet were performed in Mathcad (MathSoft,

Cambridge, MA). Simulations of experimental waveforms
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based on the contributions from multiple spin packets were per-
formed in Compaq Visual Fortran. For each spin packet, the
relative magnetization, M0, at that position in the spectrum was
read from the first integral of an experimental lineshape obtained
at low microwave power. Equivalent results were obtained with
spin packets spaced equally along the time axis or spaced equally
in magnetic field. For spin packets spaced equally along the time
axis, their contributions were weighted by M0 ∗ sin(ωmt) to ac-
count for the number of spin packets that would be sampled
during the time interval t +�t . The time dependence of Mv (the
absorption signal) was compared with the experimental wave-
forms prior to phase-sensitive detection. The calculated and ex-
perimental waveforms were Fourier transformed using Mathcad
and the magnitude spectra were compared. The phase angle for
the fundamental was calculated from the ratio of the imaginary
and real components at 100 kHz.

RESULTS

Table 1 summarizes spin concentrations and electron spin re-
laxation times for the E′ signal at room temperature. The highest
and lowest spin concentrations differ by more than an order of
magnitude. Relaxation times were measured at the point in the
spectrum where the absorption signal is a maximum (position 2,
Fig. 1). T1 values for the three samples were the same, within
experimental error. Values of T2 increased with decreasing spin
concentration, varying from 35 to 200 µs. T2 is long compared
to values for many proton-containing samples because there are
few nuclear spins (29Si is 4.7% abundant) in SiO2 to affect the
electron spin dephasing time, so the dephasing is dominated by
electron–electron interaction (29, 40).

Figure 1 displays room temperature CW spectra of the E′ sig-
nal from the 0.87-Mrad sample, obtained 90◦ out-of-phase and
in-phase with respect to the magnetic field modulation. Each
spectrum was obtained with the B1 that gave the maximum signal
for that observation mode (i.e., saturation factor, s (Eq. [1]), <1).
After correcting for differences in the gain at which spectra were
recorded, the peak-to-peak amplitude of the maximum out-of-
phase signal (Fig. 1A) is 9.5 times larger than that for the in-
phase signal (Fig. 1B). This ratio of signal amplitudes for the
maximum out-of-phase and in-phase signals is defined as the sig-
nal enhancement. The noise, after correcting for gain, was the
same for the two scans, so this ratio is also the improvement
in signal-to-noise that was obtained by recording the spectrum
90◦ out-of-phase. The T2 relaxation time for this sample at room
temperature was 200 µs (Table 1). The corresponding enhance-
ments for the 5.8-Mrad (T2 = 60 µs) and 24-Mrad (T2 = 35 µs)
samples were 5.0 and 3.4, respectively (Table 1), which indicates
that the signal enhancement decreases as T2 decreases.

Time Dependence for Individual Spin Packets
To understand the source of the enhancements, the time de-
pendence of the magnetization was calculated for individual spin
E ET AL.

FIG. 2. Time evolution of Mv for spin packets with different magnetic field
offsets (�B0) from the zero-point of the modulation, calculated by numerically
integrating the Bloch equations for 30 cycles with 1-G modulation amplitude at
100 kHz, T1 = 200 µs, T2 = 35 µs, and B1 = 0.17 G. The segments shown are
the final 5 cycles and reflect the steady state behavior. Each trace, except for the
top trace that shows the time reference of the 100-kHz modulation, is plotted
with the same y-axis scale. The scale, in arbitrary units, is shown for only one
trace.

packets. At low microwave power, the time dependence of the
absorption component of the magnetization (Mv) is an FID-like
signal. The signal starts at the time when the magnetic field
modulation corresponds to the field position of the spin packet.
The amplitude of the signal increases with B1. At high B1 an
additional signal is observed that is very different from the low-
power signals. Figure 2 shows the time dependence of Mv cal-
culated with B1 = 0.17 G for spin packets with T1 = 200 µs and
T2 = 35 µs, which corresponds to a saturation factor (Eq. [1])
∼1 × 10−5, and means that the normal in-phase signal would
be severely saturated. The peak-to-peak modulation amplitude
is 1 G, so the modulation field varies sinusoidally between +0.5
and −0.5 G. The calculations (Fig. 2) are shown for spin packets
with differing offsets relative to the zero-point of the modulation
field. For spin packets with |�B0| < ∼0.40 G there is a weak
oscillatory signal, similar to those observed at lower B1. For
example, for a spin packet with �B0 = 0.2 G an oscillation is
initiated as the modulation field increases and passes through
0.2 G, which is superimposed on a second oscillation that is ini-

tiated as the modulation field decreases and again passes through
0.2 G (Fig. 2). For spin packets with |�B0| > ∼0.40 G, an
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additional signal is observed at times that correspond to the
extremes of the modulation cycle. For this large B1 (0.17 G),
the bandwidth is large enough to excite spins with |�B0| sub-
stantially greater than 0.5 G (Fig. 2). Unlike the low-power
signals, the position of the out-of-phase signal is independent
of |�B0|; it occurs in the time interval where the magnitude
of the modulation field is largest (Fig. 2). The signal shape
is similar to a first derivative signal and is 90◦ out-of-phase
with the magnetic field modulation. For B1 = 0.17 G the maxi-
mum amplitude of the out-of-phase signal occurs for spin pack-
ets with |�B0| between 0.45 and 0.5 G (Fig. 2). For spin
packets with |�B0| somewhat smaller than 0.45 G, the B1 re-
quired to achieve the maximum out-of-phase signal is smaller
than 0.17 G. These spin packets are impacted by the high B1

and high modulation field for a longer total time so the B1

required to have the same integrated effect on the spins is
smaller than for spins with offsets closer to the extremes of the
modulation.

Another perspective on the behavior of the spin system at
high B1 and large modulation field can be obtained by exam-
ining Mz. Figure 3 displays the time dependence of Mz calcu-
lated for spin packets with the same B1, relaxation times, and

FIG. 3. Time evolution of Mz for spin packets with different offsets (�B0)
from the zero-point of the field modulation calculated by numerically integrating
the Bloch equations. Parameters are the same as in Fig. 2. The segments shown
are the final 5 cycles and reflect the steady state behavior. Each trace, except for
the top trace that shows the time reference of the 100-kHz modulation, is plotted
with the same y-axis scale. The scale, in arbitrary units, is shown for only one

trace.
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|�B0| as in Fig. 2. Near the extremes of the modulation cycle
B1 dramatically tips the magnetization toward the x-y plane.
For the steady-state example shown in Fig. 3, Mz for the spin
packet with �B0 = 0.45 G decreases by about 20% at the ex-
tremes of the modulation cycle. For each value of �B0, the
maximum effect of the modulation field on Mz occurs at the
same B1 as the maximum effect on Mv. At constant B1 the ef-
fect of the modulation field on Mz depends on both T1 and T2.
As T1 increases, the spin packet becomes more saturated, and
the fractional change in Mz decreases. As T2 increases, the
amplitude of the magnetization vector increases because the
spins do not dephase as much from one modulation cycle to
the next.

Waveforms Calculated as Sums of Spin
Packet Contributions

The simulations for the individual spin packets show the
conditions under which the out-of-phase signals are generated.
However, to simulate the experimental waveforms the contri-
butions from many spin packets must be summed. Individual
spin packets are very narrow. For example, a spin packet with
T2 = 30 µs has a width at half height of 1.9 mG. Simulations
were performed with 1000 to 3000 spin packets, including spin
packets beyond the extremes of the modulation, which are within
the bandwidth that is impacted by B1. This bandwidth increases
with increasing B1. The number of spin packets included in
the calculation was increased until the simulated waveform re-
mained unchanged. The required number of spin packets in-
creases as T2 increases, because the linewidth of each packet
decreases. The number of modulation cycles required for the
waveform to come to a steady state also increases as T2 in-
creases. To reach a steady state required about 60 cycles for the
sample with T2 = 35 µs and 200 cycles for the sample with a
T2 = 200 µs. In addition, an exact field position for the calcula-
tion was important, especially in regions of the spectrum where
the slope of the absorption spectrum changes rapidly. Less than
a 0.1-G change in the magnetic field at which the calculation
for position 1 (Fig. 1) was performed changed the simulated
waveform dramatically.

Figure 4 shows the experimental and calculated waveforms
as a function of B1 at position 3 in the E′ spectrum (Fig. 1).
Although the waveforms at high B1 have much larger ampli-
tude than at low B1, the traces shown in Fig. 4 were scaled
to the same amplitude to facilitate shape comparison. At each
microwave power there is good agreement between the calcu-
lated and observed waveforms. At low B1 the waveform has
approximately the same shape as the modulation function, ex-
cept that it is 180◦ out of phase. The change in phase occurs
because the slope at this position in the spectrum is negative
(Fig. 1). As B1 is increased, the signal that approximates the
shape of the modulation function increases and then decreases
due to power saturation. In addition, as B1 is increased, a signal

with a derivative shape similar to that which was observed in the
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FIG. 4. Waveforms obtained with 1-G modulation amplitude and 100-kHz
modulation frequency for the E′ signal in SiO2 irradiated at 24.4 Mrad. Experi-
mental waveforms (—) were obtained at position 3 (Fig. 1), which is where the
first derivative is most strongly negative. Of the 60 modulation cycles that were
calculated, the segments shown are the final 5 cycles, which reflects the steady
state behavior. The amplitudes of the calculated waveforms (– – –) were scaled
to match the experimental data. To facilitate comparisons the y-axis scales were
adjusted to give the same signal amplitudes for all of the traces. The relative
y-axis gains are shown beside each trace.

individual spin-packet calculations becomes increasingly dom-
inant (Fig. 4).

The experimental and calculated waveforms were Fourier
transformed to quantitate the amplitude of the signal at vari-
ous harmonics of the modulation frequency and to analyze the
phase of the components. Figure 5 shows the amplitude of the
fundamental (100 kHz) components in the Fourier transformed
experimental and calculated magnitude spectra at positions 1 and
3 (Fig. 1) in the spectrum of the 24.4-Mrad sample as a function
of B1. Since the amplitudes of the waveforms are in arbitrary
units, the calculated data were scaled to match the experimental
data at low B1. The same scaling factor was used for the data
at the two field positions. When the value of T2 used to calcu-
late the waveforms was set to the value obtained by the CPMG
experiments, the shapes of the calculated waveforms were in
good agreement with experiment. However, to match the exper-
imentally observed intensities of the 100-kHz components as a
function of B1 it was necessary to adjust the value of T2. As B1

increased, the effective T2 required to match the experimental
signal intensity increased, and at high B1 the effective T2 was
equal to T1 (Fig. 5). When these adjustments were made, there
was excellent agreement between calculated and observed signal
intensity as a function of B1 (Fig. 5). Similar agreement between

calculated and experimental signal intensities was obtained for
the 0.87- and 5.7-Mrad samples.
E ET AL.

The relative amplitudes of the in-phase and out-of-phase com-
ponents define the phase of the Fourier transformed signal. At
low power the waveform is dominated by the in-phase contri-
bution, but as B1 is increased, the out-of-phase contribution be-
comes increasingly important. Thus the phase of the Fourier
transformed signal varies from 0 to 90◦ as B1 is increased
(Fig. 6). There is good agreement between the phase of the
signals for the calculated and observed waveforms as a function
of B1. However, at high B1 if the spectrometer AFC is not ex-
actly nulled, there can be mixing of absorption and dispersion
contributions in the experimental data (41). Since the dispersion
signal does not saturate as readily as the absorption, a dispersive
component may contribute to greater discrepancy between cal-
culated and experimental data at high B1. The phase change as
a function of B1 is slightly different for the 3 samples (Fig. 6),
but for B1 > ∼0.2 G the phase of the 100-kHz signal is 90◦

out-of-phase with the modulation.
At the magnetic field where the absorption is a maximum,

the first derivative is zero (position 2 in Fig. 1). At this po-
sition the waveform has no fundamental component and only
2nd harmonic (or higher) components are observed, i.e., signals
varying at 200 kHz (or higher). Figure 7 shows the magnitude
of the experimental and simulated 2nd harmonic component of
the waveform as a function of B1 at position 2 (Fig. 1) in the

FIG. 5. Amplitude of the 100-kHz (fundamental) component in Fourier
transforms of the waveforms for the E′ signal in the 24.4-Mrad sample: (�)
experimental and (�) calculated values at position 1; (�) experimental and (X)
calculated values at position 3 (Fig. 1). Ten cycles of experimental data were
transformed. For the calculated waveforms the final 10 cycles out of 60 cycles
calculated were transformed. The calculated values were scaled to match ex-
periment at low B1. For B1 > 0.12 G, T2 used in the simulation was adjusted to
match the experimental intensity. The T2 values that were used in the simulations

for B1 > 0.12 G are given adjacent to the corresponding data point. The lines
connect the data points.
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FIG. 6. Phase of the fundamental (100 kHz) component at position 3 in
the spectrum (Fig. 1), in Fourier transforms of the waveforms obtained with
100-kHz modulation frequency and 1-G modulation amplitude: experimental
(�) and calculated (—) for 24.4-Mrad sample; experimental (�) and calculated
(– – –) for 5.8-Mrad sample; experimental (�) and calculated (· · ·) for 0.87-Mrad
sample.

FIG. 7. Amplitude of the 2nd harmonic (200 kHz) component of the wave-
forms at position 2, as a function of B1: experimental (�), calculated (�). Ten
cycles of experimental data were transformed. For the calculated waveforms
the final 10 cycles out of 60 cycles calculated were transformed. The scaling
factor that was determined in Fig. 5 to relate the calculated and experimental 90◦
out-of-phase signal intensities at 100 kHz also was used to scale the intensity of
the 2nd harmonic (200 kHz) component in Fig. 7. For B1 > 0.12 G, T2 used in
the simulation was adjusted to match the experimental intensity. The T2 values

that were used in the simulations are given adjacent to the corresponding data
point. The lines connect the points.
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spectrum of the 24-Mrad sample. The scaling factor that was
determined in Fig. 5 to relate the calculated and experimental
90◦ out-of-phase signal intensities at 100 kHz also was used to
scale the intensity of the 2nd harmonic (200 kHz) component
in Fig. 7. The agreement between the amplitudes of the 2nd
harmonic component in the calculated and experimental wave-
forms was not as good at high power as was observed for the
fundamental component, but the overall trends in amplitude for
the calculated and experimental values as a function of B1 are
similar.

The maximum amplitude of the 2nd harmonic component
in Fig. 7 was obtained at about the same B1 as the maxi-
mum amplitude of the fundamental components in Fig. 5. The
sum of the fundamental components calculated at positions 1
and 3 in the spectrum (Fig. 1) would be approximately pro-
portional to the peak-to-peak amplitude in a first-derivative
CW spectrum. This sum is approximately equal to the 2nd
harmonic signal at position 2, which predicts approximately
equal signal intensities for the fundamental and 2nd harmonic
signals.

Impact of Modulation Frequency and Modulation
Amplitude on Signal Enhancement

At a modulation amplitude of 1 G, the Fourier transforms
of calculated and experimental waveforms as a function of B1

for the 24-Mrad sample (Table 1) were compared at 25, 50,
and 100 kHz. The B1 required to achieve T2 = T1 increased lin-
early with modulation frequency because, as the modulation fre-
quency is increased, the modulation field passes more rapidly
over a spin packet. The maximum signal intensity (after opti-
mizing B1) increased with increasing modulation frequency. At
25 kHz the experiments no longer satisfy the condition that T1

and T2 be much longer than 1/νm. At low B1 the signal am-
plitude increases with modulation amplitude up to about 1 G.
Larger values of modulation amplitude do not increase signal
amplitude because of the small spectral extent of the E′ sig-
nal (Fig. 1). At a modulation frequency of 100 kHz, Fourier
transforms of calculated and experimental waveforms as a func-
tion of B1 were compared for 0.25, 0.50, and 1.0 G modulation
amplitudes. The B1 required to achieve T2 = T1 increases lin-
early with modulation amplitude, because at the higher modu-
lation amplitudes the modulation field (at constant modulation
frequency) passes more rapidly over individual spin packets.
After adjusting B1 for maximum signal, signal amplitude in-
creases with increasing modulation amplitude. Thus for the E′

center the maximum rapid-passage signal was observed with
1.0-G modulation at 100 kHz. Simulations suggest that sig-
nal intensity would increase at higher modulation frequencies.
However, higher B1 would be needed to achieve maximum sig-
nal at higher modulation frequencies. If source noise dominates
at higher B1 the increased signal may not result in increased

signal-to-noise.
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FIG. 8. Ratio of the maximum out-of-phase signal amplitude at each
temperature to the maximum in-phase signal obtained at room temperature:
0.87 Mrad (�), 5.7 Mrad (�), 24.4 Mrad (�). B1 was varied at each temper-
ature to obtain the maximum signal. The largest in-phase signal was obtained
at room temperature for all three samples. Data were obtained using 100-kHz
modulation frequency and 1-G modulation amplitude.

Low Temperature Studies

The out-of-phase E′ signals were examined as a function of
temperature (Fig. 8). For these measurements the signal en-
hancement is defined as the ratio of the maximum out-of-phase
signal that could be obtained by optimizing B1 to the intensity
of the maximum in-phase signal at room temperature. The room
temperature signal was selected as the reference because the re-
sulting value reflects the potential advantage in signal intensity
that could be achieved by recording spectra at lower tempera-
tures. T1 for the E′ signal increased with decreasing temperature
(22). For the samples studied here, about 25% larger B1 was
required to achieve the maximum out-of-phase signal at 100 K
than at room temperature because of the increase in T1. In ad-
dition, the increase in the relaxation times caused more signal
saturation at high B1, which reduced the signal enhancement.
The signal enhancements at 100 K for all three samples were
about twice as large as at room temperature (Fig. 8). Thus, the
factor of three increase in signal enhancement calculated based
on the change in the Boltzmann factor between 298 and 100 K
is partially offset by increased saturation due to longer relax-
ation times and the larger B1 required to obtain the maximum
out-of-phase signals.

Quantitation of Spin Concentration
As discussed in the Introduction, it is difficult to quantitate
spin concentrations for the E′ centers based on the in-phase
E ET AL.

signal because it saturates so readily. If spectra are run under
saturating conditions it is necessary to correct for the degree of
saturation, which requires knowledge of T1 and T2 (Eq. [1]).
The T1 values for the E′ centers examined in this study showed
little variation between samples, but T2 varied substantially
(Table 1). However, when the out-of-phase signals are recorded
at high enough B1 that T1 = T2, the saturation factor should be
the same for all of the signals, and the observed signal amplitude
is expected to be proportional to spin concentration. A plot of the
peak-to-peak 90◦ out-of-phase signal amplitude/(gm sample) vs
the spin concentration determined by ESE and low power CW
spectra exhibits a linear correlation with a coefficient of deter-
mination, R2 = 0.9987 (Fig. 9). Figure 9 includes data at room
temperature for the three samples listed in Table 1 plus three
other samples available in our laboratory. Out-of-phase signals
for the six samples were recorded at room temperature with
B1 = 0.33 G (39 mW on the Varian E-9). This power was se-
lected to achieve T1 = T2 for all of the samples, despite the fact
that these conditions do not give the maximum out-of-phase
signals for the samples with lower spin concentrations.

The out-of-phase signal enhancement for the E′ signal is
greater at 77 K than at room temperature (Fig. 8), which suggests
that the signal-to-noise might be better for quantitation at 77 K
than at room temperature. For quantitation to be done without
correcting individual integrals for power saturation requires op-
eration under conditions where T1 = T2 and the assumption that
T1 is the same for all of the samples. For the samples with higher

FIG. 9. Concentration dependence of the 90◦ out-of-phase signal for the
E′ center. The spectra were obtained with 39-mW power (B1 = 0.33 G), 1-G
modulation amplitude, and 100-kHz modulation frequency. Coefficient of
determination, R2 = 0.9987. Spin concentrations were obtained by both in-

stantaneous diffusion measurements and comparison of low power in-phase
double-integrated CW signal intensity to that for a concentration standard.
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spin concentration, the large increase in T1 and small change in
T2 with decreasing temperature results in T2 � T1 at 77 K. As a
result, the B1 required to achieve T1 = T2 is significantly greater
than the B1 required to achieve maximum signal intensity for
these samples. Up to this point we have assumed that the noise
in a spectrum was unchanged as the signal was enhanced, which
is true when the detector noise dominates and was the case for
the room temperature measurements. However, the high values
of B1 required to achieve T1 = T2 for some of the samples at
77 K would require operation at powers greater than 45 mW,
where source noise dominates on the Varian E9 and signal-to-
noise is degraded. If however, quantitation were required only
for samples at lower spin concentrations where T2 is closer to
T1 at 77 K, the B1 required to achieve T1 = T2 would not be so
high and it could be advantageous to do the signal quantitation
at 77 K rather than at room temperature. This would also be true
on spectrometers with lower source noise.

DISCUSSION

The spin-packet and waveform simulations showed that
strong 90◦ out-of-phase signals are generated at high B1 when
T1 and T2 are longer than 1/νm(=10 µs at 100 kHz), but not
when the relaxation times are much shorter than 1/νm. These are
rapid-passage signals. These out-of-phase signals occur at the
extremes of the modulation cycle, for spin packets with |�B0|
that is within about 0.2 G of the extremes of the modulation
(Fig. 3). For these spin packets B1 is of the order of the modula-
tion field. To simulate the amplitude of the 100-kHz component
of the experimental waveforms as a function of B1, the effective
value of T2 was increased from the experimental (CPMG) value
at low B1 until it was equal to T1 at high B1 (Fig. 5). This increase
in effective T2 is consistent with Redfield’s work on nuclear spin
relaxation (33) and Hyde’s analysis of CW saturation (34). The
B1 that was required to achieve T2 = T1 for these samples was
about 0.3 G. The minimum B1 that caused the effective T2 to
be larger than the experimental value increased as T2 decreased
(Fig. 5). Since higher spin concentrations result in shorter T2,
the same B1 has a greater impact on effective T2 at lower spin
concentration.

In a normal unsaturated CW experiment the B1 is so small
that it causes minimal perturbation of the spin magnetization.
However, in the high-power CW experiments (B1 > ∼0.1 G) the
impact on the magnetization can be large and may be viewed
analogous to a pulsed experiment. In a pulse experiment B1

frequently is of the order of a Gauss. The spin packets for the E′

signal are very narrow (less than 2 mG). For small spin packet
offsets, �B0, the modulation field is changing rapidly, so the
residence time on a spin packet is small, and the magnetization
is tipped by a relatively small amount. For larger spin packet
offsets, for example, at �B0 = 0.45 G, the rate of change of the
modulation field is slower so the residence time on a spin packet
is greater. In addition, the magnitude of the modulation field at

�B0 = 0.45 G is comparable to the B1 values that were found
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to generate the large out-of-phase signals, which generates a
“special case” for the magnetization (33). The magnetization
is effectively “locked” in the rotating frame of the modulation
field and the impact on the magnetization vector is large (Figs. 2
and 3).

Signal Enhancement and Spin Concentration

Because higher B1 is required to make T2 = T1 for samples
with larger spin concentrations, the sample saturates more and
the degree of enhancement is less for these samples than for
samples with smaller spin concentrations. If the spin concentra-
tion is very high it takes a very high B1 to make T2 = T1 and
the saturation may outweigh the enhancement obtained by the
increased T2. In addition, phase noise from the source becomes
a problem at high powers, which decreases signal-to-noise. For
these reasons out-of-phase detection is most useful for samples
with low spin concentrations.

Comparison of Fundamental and 2nd Harmonic Detection

The 2nd harmonic detection of E′ signals at high B1 has been
used previously (12, 13) to improve signal-to-noise. The sec-
ond harmonic signal is largest at the maximum in the absorption
spectrum. Calculations show that for the E′ signal observed at
100 kHz with 1-G modulation amplitude, the second harmonic
is maximized at about the same B1 as is the fundamental signal
detected 90◦ out-of-phase. In addition, the amplitudes of the fun-
damental and 2nd harmonic signals are about equal, which gives
similar advantages in signal-to-noise. For 100-kHz modulation a
potential disadvantage of the 2nd harmonic is that detection via a
phase-sensitive detector would require a 200-kHz detector. The
Bruker E-580 has the capability of 200-kHz detection for 2nd
harmonic signals; however, Varian E-9 spectrometers only have
the capability of 100-kHz detection for 2nd harmonic signals.
Thus to use 2nd harmonic detection on the E-9 would permit a
maximum modulation frequency of 50 kHz. Experimental and
calculated data show that as the modulation frequency is de-
creased, the signal enhancement decreases.

Determination of B1

The calculated waveforms are strongly dependent on B1

(Fig. 4). At high B1 there are many harmonics in the experimen-
tal waveform so Fourier transforms of the waveforms are the
most effective way to judge the agreement between simulation
and experiment. In Fourier transforms of some of the simulated
waveforms, the relative amplitudes of the fundamental through
7th harmonic were within 10% of values in the Fourier trans-
forms of the experimental waveforms. For this reason, analysis
of the waveforms for the E′ signal in irradiated SiO2, combined
with accurate measurements of the power incident on the res-
onator, could be a very accurate way to determine B1/

√
W for
a resonator.
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CONCLUSION

Enhanced out-of-phase fundamental and second harmonic
EPR signals were observed for the E′ center in irradiated SiO2 at
high B1 using 100-kHz modulation and 1-G modulation ampli-
tude. The signal enhancement was greatest for the samples with
the lowest spin concentrations and was greater at 77 K than at
room temperature. At high B1 the intensity of the out-of-phase
signal is proportional to spin concentration, which permits spin
quantitation for the E′ centers. The quantitation of spin con-
centrations using out-of-phase detection at high power should
be applicable to other systems with long T2 relaxation times
such as Pb centers at Si/SiO2 interfaces and defect centers in
tooth dosimetry. In addition, simulating the waveforms for the
E′ signal in irradiated SiO2 can be an accurate way to measure
B1/

√
W because the shape of the waveforms is very sensitive

to B1.
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